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ABSTRACT
The amount of data in our world today is substantially outsized. Many of the personal and non-personal aspects of our day-to-day activities are aggregated and stored as data by both businesses and governments. The increasing data captured through multimedia, social media, and the Internet are a phenomenon that needs to be properly examined. In this article, we explore this topic and analyse the term data ownership. We aim to raise awareness and trigger a debate for policy makers with regard to data ownership and the need to improve existing data protection, privacy laws, and legislation at both national and international levels.
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1. INTRODUCTION
Organizations today have more data than they have ever had previously. Advancements in technology play a critical role in generating large volumes of data. According to a study published by Information Week, the average company’s data volumes nearly double every 12 to 18 months (Babcock, 2006). Databases are not only getting bigger, but they also are becoming real time (Anderson, 2011; Sing et al., 2010). Evolving integration technologies and processing power have provided organisations the ability to create more sophisticated and in-depth individual profiles based on one’s online and offline behaviours. The data generated from such systems are increasingly monitored, recorded, and stored in various forms, in the name of enabling a more seamless customer experience (Banerjee et al., 2011; Halevi and Moed, 2012; Rajagopal, 2011).

The subject of who actually 'owns' the data or, in other words, the term 'data ownership' has attracted the attention of researchers in the past few years. Data transmitted or generated on digital communication channels become a potential for surveillance. Data ownership issues are thus likely to proliferate. For instance, Facebook’s famous announcement that users cannot delete their data from Facebook caused a furor, and Mark Zuckerberg (one of five co-founders of Facebook) was equally famous in his response, "...It's complicated".

Indeed it is! In today’s interconnected world driven by the Internet, powered by the gigabyte network operators, we leave a significant and by no means subtle scatter of data trail. The often-asked question, and the issue of discussion today, is- who owns this data? In order to answer this question, it is important for us to step back to examine the very nature of what we call 'data'.

2. DATA: A MATTER OF INTERPRETATION
There much confusion about what 'data' really is in today's world. The truth is that data are no more than a set of characters, which—unless seen in the context of usage—have no meaning (Wigan, 1992). Data are what one uses to provide some information. The context and the usage provide a meaning to the data that constitute information. Thus, data in the stand-alone mode have no relevance and therefore no value. When there is no value in data, then one would surmise that ownership is not an issue. That is the paradox of data ownership. Figure 1 illustrates a data value pyramid developed by Accenture. The pyramid has three levels, starting from raw data, up to the insights and then the transactions levels. The base of the pyramid features raw, less differentiated,
and thus less valuable data. Moving up the pyramid creates larger value and revenue opportunities.

![Fig 1: Data value pyramid. Source: Banerjee et al., 2011](image)

As such, governments and public sector institutions consider data a public utility (WEF, 2011). They tend to label our personal data as 'corporate data' and argue that without data, they cannot function (Holloway, 1988). It is no wonder that the volume of stored data in today's organisations has increased exponentially. It is in this context that ownership of data needs to be considered. As data are generated, then data are stored. When we speak about data ownership, we refer to the storage process. If so, then the ownership of data storage resides with the owner of the storage. Thus, we as individuals, the government as our governing agent, law enforcement agencies and the courts, security agencies, our service providers, and our network operators who enable us to move our data are all our data owners. They own the storage systems and thereby the data held within such systems. In addition, the emergence of customer data integration (CDI) and of master data management (MDM) technologies has enabled the integration of disparate data from across multiple silos into commonly defined, reconciled information accessible by a range of systems and business users (Dyché, 2007). We would like to pause here and examine the concept of 'My Data'. Just what is 'My Data'? Do we consider information of friends and family that we hold to be 'My Data'? Do bank statements and credit statements sent by banks qualify as 'My Data'? Would the financial statement sent by a company to me as a shareholder qualify as 'My Data'? We would argue no. 'My Data', in its strict sense, comprise just our personal attributes—no more. This is the data that I own. I use 'My Data' as information to identify myself for my personal gains, whether physical, logical, or emotional. 'My Data' are thus in the open and either implicitly or explicitly shared. When I share the data, I delegate the ownership. Thus, my data have multiple owners, and the number of owners increases with each share. Figure 2 provides an illustration of this viewpoint.

![Fig. 2: Potential owners of 'My Data'](.image)

As the number of transactions increases with 'My Attributes', 'My Data' grow and, in turn, increase the number of data owners. What essentially is happening is that with every transaction, information is shared as data. Each time information is shared, new data are generated. As new data are generated, new ownership is created. The diagram (Figure 2) illustrates just a tip of the proverbial iceberg of data generation from 'My Data'!

### 3. Personal Data Ecosystem and Ownership

Typically, organisations can capture different personal data in a variety of ways (Marc et al., 2010):
• Data can be “volunteered” by individuals when they explicitly share information about themselves through electronic media, for example, when someone creates a social network profile or enters credit card information for online purchases;

• “Observed” data are captured by recording users’ activities (in contrast to data they volunteer). Examples include Internet-browsing preferences, location data when using cell phones, or telephone usage behaviour;

• Organisations can also discern “inferred” data from individuals, based on the analysis of personal data. For instance, credit scores can be calculated based on a number of factors relevant to an individual’s financial history.

Each type of personal data (see Figure 3)—volunteered, observed, or inferred—can be created by multiple sources (devices, software applications), stored, and aggregated by various providers (Web retailers, Internet search engines, or utility companies), and then analysed for a variety of purposes for many different users (end users, businesses, public organisations).

<table>
<thead>
<tr>
<th>Volunteered</th>
<th>Devices</th>
<th>Software</th>
<th>Storage, aggregation</th>
<th>Analysis, Production</th>
<th>Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declared interests</td>
<td>Mobile phones/ smart phones</td>
<td>Apps, OS for Pcs</td>
<td>Web retailers</td>
<td>Market research data exchanges</td>
<td>End users</td>
</tr>
<tr>
<td>Preferences</td>
<td>Desktop PCs, laptops</td>
<td>Apps, OS for phones</td>
<td>Internet tracking companies</td>
<td>Ad exchanges</td>
<td>Government agencies and public organisations</td>
</tr>
<tr>
<td>...</td>
<td>Communication networks</td>
<td>Apps for medical devices</td>
<td>Internet search engines</td>
<td>Medical records exchanges</td>
<td>Small enterprises</td>
</tr>
<tr>
<td>Observed</td>
<td>Electronic notepads, readers</td>
<td>Apps for medical devices</td>
<td>Electronic Medical records providers</td>
<td>Business intelligence systems</td>
<td>Medium enterprises</td>
</tr>
<tr>
<td>Browser history</td>
<td>Smart appliances</td>
<td>Apps for consumer devices/ appliances</td>
<td>Identity providers</td>
<td>Credit bureaus</td>
<td>Large enterprises</td>
</tr>
<tr>
<td>Location</td>
<td>Seniors</td>
<td>Network management software</td>
<td>Mobile operators, Internet service providers</td>
<td>Public administration</td>
<td>...</td>
</tr>
<tr>
<td>Inferred</td>
<td>Smart grids</td>
<td>...</td>
<td>Financial institutions</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Credit score</td>
<td>...</td>
<td>...</td>
<td>Utility companies</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Future consumption</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Fig. 3: The Personal data Ecosystem: A complex WEB from data creation to data consumption.
Source: Bain & Company, WEF, 2011

So, in all this chaos of data generation and delegated ownership, where does true ownership lie? The answer to this question is found in truth, veracity, and therefore verifiability. Each time information is generated, a set of data related to this information is created. This data, when relayed further, should stand up to scrutiny and verification. The contention is that the source that can verify this data and confirm the veracity of the information is the “True Owner” of the data. Figure 4 presents a conceptual model to illustrate the source of truth and data ownership.

Fig. 4: Source of Truth of Data Ownership
Even in the context of complex Web transactions, this statement would remain valid. Intimately linked to the growth of 'Big Data' are such...
technology trends as the growth of mobile technology and wireless devices, the emergence of self-service channels, the broad adoption of cloud-based services, and the expansion of social networking and remote collaboration (SAP, 2012). For instance, Google is synonymous with its search engine and provides a host of services that require a user to login. When a logged-in user searches the Web, data are generated related to the user’s search patterns. While the search information itself does not belong to Google, the data collected on the search patterns do. Any analysis based on these search patterns can be traced back to Google’s search data.

As depicted in Figure 5, “Big Data” companies collect and analyse massive amounts of data under the argument that they can spot trends and offer users niche insights that help create value and innovation much more rapidly than conventional methods. This generates more data, the analysis of which is—more often than not—as useful as the original information. This analytical information now belongs to the person and/or the organization that performed the analysis. This brings up the critical issue of data usage and information usage.

For example, in a well-publicized incident that occurred in August 2006, America Online published a dataset of search results. These data were collected from the searches conducted by users and were intended to provide analytical material to researchers. The data published were anonymous, without any reference to the users who carried out the searches. The searchers’ identities were distinguished as numbers. Five days later, however, The New York Times was able to locate one of those searchers by linking her search history to other public data, such as the phonebook (Barbaro and Zeller, 2006).

4. THE NEED TO REDEFINE THE ECOSYSTEM

So who possesses the right to use the information and data that truly do not belong to one’s self? This is an issue that transcends borders of commerce, ethics, and morals, leading to privacy issues and the protection of privacy. It is trivial
that the current personal data ecosystem is fragmented and inefficient (WEF, 2011). For many participants, the risks and liabilities exceed the economic returns. On the other hand, personal privacy concerns are inadequately addressed, and current technologies and laws fall short of providing the legal and technical infrastructure needed to support a well-functioning digital infrastructure (ibid.). Instead, they represent a patchwork of solutions for collecting and using personal data in support of different institutional aims, and subject to different jurisdictional rules and regulatory contexts (e.g., personal data systems related to banking have different purposes and applicable laws than those developed for the telecom and healthcare sectors).

It is of importance that governments play a more active regulatory role in modernising their existing policy frameworks to protect personal data from the unlawful processing of any data (Robinson et al., 2009). The government should move away from a regulatory framework that measures the adequacy of data processing by measuring compliance with certain formalities, and towards a framework that instead requires certain fundamental principles to be respected, and that has the ability, legal authority, and conviction to impose harsh sanctions when these principles are violated (ibid.).

A recent report published by the World Economic Forum recommended that the personal data ecosystem be debated and redefined (WEF, 2012). This prompts all stakeholders to come to a consensus on some key areas, including the security and protection of data, development of accountability, and agreements on principles or rules for the trusted and allowed flow of data in different contexts. See also Table 1.

Table 1. Key principles to guide the development of the personal data ecosystem.

<table>
<thead>
<tr>
<th>Guiding Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability</td>
<td>Organizations need to be held accountable for appropriate security mechanisms designed to prevent theft and unauthorized access of personal data, as well as for using data in a way that is consistent with agreed upon rules and permissions. They need to have the benefit of “safe harbour” treatment and insulation from open-ended liability, when they can demonstrate compliance with objectively testable rules that hold them to account.</td>
</tr>
<tr>
<td>Enforcement:</td>
<td>Mechanisms need to be established to ensure organizations are held accountable for these obligations through a combination of incentives, and where appropriate, financial and other penalties, in addition to legislative, regulatory, judicial, or other enforcement mechanisms.</td>
</tr>
<tr>
<td>Data permissions:</td>
<td>Permissions for usage need to be flexible and dynamic to reflect the necessary context and to enable value-creating uses, while weeding out harmful uses. Permissions also need to reflect that many stakeholders—including but not limited to individuals—have certain rights to use data.</td>
</tr>
<tr>
<td>Balanced stakeholder roles:</td>
<td>Principles need to reflect the importance of rights and responsibilities for the usage of personal data and strike a balance between the different stakeholders—the individual, the organization, and society. They also need to reflect the changing role of the individual from a passive data subject to an active stakeholder and creator of data. One perspective that is gathering momentum, though it is far from being universally accepted, is that a new balance needs to be struck that features the individual at the centre of the flow of personal data, with other stakeholders adapting to positions of interacting with people in a much more consensual, fulfilling manner.</td>
</tr>
<tr>
<td>Anonymity and identity:</td>
<td>The principles need to reflect the importance of individuals being able to engage in activities online anonymously, while at the same time establishing mechanisms for individuals to effectively authenticate their identity in different contexts, so as to facilitate trust and commerce online.</td>
</tr>
<tr>
<td>Shared data commons:</td>
<td>The principles should reflect and preserve the value to society from the sharing and analysis of anonymised datasets as a collective resource.</td>
</tr>
</tbody>
</table>

Source: WEF, 2012
These principles should be global in scope, but also applicable across sectors and focused beyond merely minimizing data collection, storage, and usage of data to protect privacy. The principles need to be built on the understanding that to create value, data must move, and moving data requires the trust of all stakeholders. Organisations will need to develop and implement a comprehensive data governance program that should be based on these guiding principles. This should help organisations to design and implement more comprehensive structures and to put in place solid accountability that altogether establishes a coordinated response to key issues of trust, transparency, control, and value.

5. CONCLUSION

The term 'data ownership' is likely to attract more attention from both practice and research fields. The private sector will continue to use data as a source of competition and growth. Advocators will always justify their practices that this contributes to productivity, innovation, and competitiveness of entire sectors and economies (Manyika et al., 2011). Governments will need to play a more active role to protect citizens’ privacy rights, in light of the evolving world we live in today.

Governments will inevitably need to redesign and enforce data protection privacy laws and legislations. This will require establishing policies at both the national and international levels. As such, governments will need to open up dialogue to establish comprehensive data protection and privacy laws that could be implemented globally. This should be followed by a clearly articulated set of standards, policies, procedures, and responsibilities regarding data ownership and data-related activities that may minimize any detrimental outcomes in an event of a data breach (PTACT, 2010). Governments should also focus on enforcing transparency. Public education programs might be a good initiative to support understanding of how individuals can protect their personal data, and how such data are being stored and used (Manyika et al., 2011).

As time passes, we are likely to see increasing public concerns about privacy and trust in today’s interconnected online environments. Governments will need to help the public to understand where they should position themselves within this spectrum. It will be challenging times for governments to keep up with the pace of technology development, and those lagging will have a hard time indeed.
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